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Background 

Twenty years ago, the U.S. federal 
government introduced a set of 
cybersecurity standards under the National 
Institute for Standards and Technology 
Special Publication 800-53 (NIST SP 
800-53) to protect federal information as 
required by the Federal Information Security 
Management (FISMA) Act of 2003. In 2010, 
Executive Order 13526 introduced 
Controlled Unclassified Information (CUI) 
[1].  A subset of 800-53, called NIST SP 
800-171, was developed and documented 
to guide non-governmental entities, such as 
universities and businesses, on how to 
safeguard CUI that they receive, store, 
process, or transmit on behalf of federal 
agencies [2]. For these organizations, 
compliance with standards is often 
mandated through contractual clauses or 

data use agreements as a prerequisite for 
accessing federally controlled data.  

Until recently, NIST SP 800-171 (hereafter 
referred to as 800-171) primarily applied to 
universities with Department of Defense 
(DoD) and NASA contracts, where 
compliance has been mandatory since 
2018. This landscape shifted significantly 
when the National Institutes of Health (NIH) 
released the notice “Implementation 
Update for Data Management and Access 
Practices Under the Genomic Data Sharing 
Policy” (NOT-OD-24-157). Effective January 
1, 2025, this notice requires computing 
systems that store NIH controlled-access 
data—such as the Genotype and 
Phenotypes database (dbGaP)—to meet 
the cybersecurity standards outlined in 
800-171. 
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This new requirement means research 
computing and data (RCD) centers that 
support genomic analysis must develop 
strategies to secure high performance 
computing (HPC) systems. Institutions 
responsible for data governed by HIPAA or 
FERPA must also assess how 800-171 
requirements align with their existing 
control environments. The unique resource 
and architectural needs of genomics and 
other data-intensive scientific workflows in 
HPC environments often present new 
challenges, even for early adopters. As a 
result, many RCD centers are now actively 
seeking information and implementation 
guidance. 

This paper aims to highlight pressing issues 
and describe potential solutions for leaders 
and managers of RCD center infrastructure 
and support organizations who are faced 
with understanding and implementing 
800-171 compliance. It will serve as a 
resource for stakeholders at 
research-intensive institutions – including 
members of the Coalition for Academic 
Scientific Computation (CASC), Chief 
Information Officers (CIOs), Vice Presidents 
for Research (VPRs), Chief Information 

Security Officers (CISOs), and Research 
Integrity and Compliance Officers. 

The introduction of 800-171 requirements 
reinforces the need for researchers to 
understand that, while their institution holds 
ultimate responsibility for compliance, they 
also have individual responsibilities to 
operate within the compliance framework. 
Moreover, 800-171 compliance cannot be 
addressed solely through technical or 
architectural configurations. Achieving 
compliance often requires a culture shift 
among RCD center staff, faculty, and the 
broader institution. Recognizing that 
cultural change can be challenging in large 
organizations, this paper outlines several 
interconnected challenges institutions face 
in implementing and sustaining compliant 
environments for regulated research. Some 
challenges are technical, but many are 
organizational, requiring cross-functional 
collaboration and strategic alignment 
among leadership, IT, information security 
and privacy offices, legal counsel, research 
administration, and faculty stakeholders. 

 

 
 

Challenges 

Institutional Buy-in and Executive 
Responsibility. Successful implementation 
of an 800-171 compliance program is a 
shared institutional responsibility and 
requires coordination among a wide array of 
stakeholders. Information Security Officers 
and RCD center staff play key roles in 
decision making and implementation of 
technical components of any compliance 
effort; however, other units and personnel 
who should be involved include institutional 
compliance officers, information technology 

leadership, and the leadership in the 
institution's Office of General Counsel and 
Institutional Review Board. Historically, 
these offices use different terminologies, 
frameworks, and reporting lines, posing 
more challenges to aligning around a 
complex technical and regulatory 
framework like 800-171.  
Effective Governance. Governance must 
foster regular communication, facilitate 
shared decision making, and clearly define 
roles and responsibilities for compliance 

 



oversight, system implementation, user 
support, and incident response. 800-171 
compliance must include robust 
mechanisms for continuous evaluation and 
adaptation. This includes defining key 
performance indicators (KPIs) and metrics 
for compliance readiness, platform 
adoption, user satisfaction, and incident 
response efficacy. Regular audits, 
self-assessments, and dashboard reporting 
should be integrated into the governance 
framework to provide transparency and 
guide iterative improvements. For examples 
of governance structure, including CUI 
governance structure, see Appendix A. 
Communication/Education. Cross-unit 
training initiatives can bridge gaps in 
understanding – especially around technical 
controls and risk management concepts – 
ensuring that all parties have a consistent 
grasp of their responsibilities. 
Communication strategies should focus on 
demystifying the technical elements of 
800-171 while empowering stakeholders to 
make informed decisions aligned with 
institutional risk tolerance. 
Faculty Engagement. Faculty RCD users 
must be engaged in developing compliance 
efforts to ensure their research is 
conducted efficiently, effectively, and 
safely. Programs designed to meet 800-171 
requirements must be user-friendly, support 
mixed workflows, and minimize disruptions 
to research activities. Reducing 
administrative friction and “time to science” 
is critical for maintaining research 
productivity while ensuring data security 
and regulatory compliance. 
Sustainability. Compliance with 800-171 is 
a dynamic, continuous process that 

demands persistent maintenance, periodic 
reassessment, and regular updates to 
technical infrastructure and policy. A 
successful sustainability model includes 
dedicated funding streams and staffing 
plans to support compliance efforts over 
time, avoiding the trap of one-time 
grant-based solutions that lack continuity. 
Different Agency Requirements. While the 
800-171 framework provides a common set 
of controls to be leveraged for security 
compliance, different federal funding 
agencies (and at times different programs 
within a funding agency) require different 
applications of the standard. For example, 
the recently updated NIH requirements for 
sharing genomic data sets require 
compliance with 800-171 r3, [3] while CUI 
and the current Cybersecurity Maturity 
Model Certification (CMMC) 2.0 L2 
standards designate following 800-171 r2. 
[4]. Beyond the different versions of 
800-171, funding agencies have their own 
standards of compliance, such as HIPAA, 
which secures protected health information 
(PHI), and the International Traffic in Arms 
Regulations (ITAR), which regulate how 
national defense data and technologies can 
be shared. NASA has historically had its 
own custom security requirements, though 
it seems to be moving towards leveraging 
the 800-171 (and perhaps CMMC) 
standards. 
Finally, 800-171 compliance should never 
operate in isolation; it must be seamlessly 
integrated into broader data governance 
and digital strategy efforts. Institutions 
should look for alignment with 
enterprise-wide data classification policies, 
data lifecycle management plans, and 

 



cloud governance models. Integration will 
ensure consistency in data handling and 

avoid duplication of effort while 
strengthening the overall institutional 
posture on data stewardship. 

 
 

Understanding Requirements 
The 800-171 controls are organized into 
“families” covering Access Control, Incident 
Response, System and Communications 
Protection, Configuration Management, and 
Security Assessment. Each family includes 
requirements for different aspects of 
system security, such as user access 
management, encryption, security 
monitoring, and vulnerability management. 
800-171r2 includes 14 control families and 
110 specific CUI controls. Revision 3, 
released in May 2024, introduced 17 control 
families and reduced the number of CUI 
controls to 97. In most organizations, no 
one person or single unit can manage all 
the control families or specific controls. The 
scope in which controls are applied – for 
example, within a secure enclave for 
handling sensitive data, an RCD center 
environment, or an enterprise IT 
infrastructure – directly influences the 

complexity and the specificity of associated 
policies and procedures. In turn, that 
determines which units are responsible for 
drafting, implementing, and periodically 
reviewing controls. Understanding controls 
and control families is critical, since 
noncompliance requires a Plan of Action 
and Milestones (POAM) to address 
deficiencies, detailing the corrective actions 
and timelines for compliance [5]. In general, 
800-171 compliance requires a central 
cross-unit team that will: 

●​ Identify the system boundary for all 
components that transmit, store, 
and process CUI. 

●​ Use the NIST assessment guide [6] 
to review each control and 
document how the control is being 
met. 

Appendix B shows a possible version of an 
organizational responsibility matrix. 

 
 

 

Compliance: Assessment, Audit and Risk 
To comply with standards, keep data 
secure, and avoid the risks of 
noncompliance, organizations must ask 
themselves a series of questions, which will  
inform their actions. 
 
WHAT to Assess? Identify the scope of the 
systems to assess. For CUI, all elements 

within the system that transmit, store, or 
process data must meet compliance 
requirements. Most institutions establish a 
well-defined, separate environment for CUI 
compliance. An inventory of all in-scope 
assets, including people, facilities, and 
technologies, will be needed.    
 

 



HOW to Assess? Identify which revision of 
800-171 is required for your situation. Some 
agencies, such as DoD, require 800-171-r2, 
while others, such as NIH, require 
800-171-r3, although NIH has stated that 
compliance with r2 is acceptable. For each 
of the 320-r2 assessment objectives or 
390-r3 objectives, organizations must 
document either: (a) how they are meeting 
the requirement or (b) a plan of action for 
how and when they will meet the 
requirement. The controls used will define a 
combination of technical implementation, 
policies, and documented procedures. This 
documentation will result in a System 
Security Plan (SSP) and/or a Plan of Action 
and Milestones (POAM) for addressing 
controls not yet met. A helpful guide for 
securing HPC systems is the NIST 
publication “High-Performance Computing 
Security: Architecture, Threat Analysis, and 
Security Posture.”[7] 
 
WHO Does the Assessing? Assessment is 
a team process. After system 
administrators configure the systems, 
security staff weigh in on whether the 
configuration meets the required standard, 
and research compliance officers attest that 
the organization complies with grant and 
contract requirements. Local IT support 
staff might also participate in the process. 
An established governance system 
provides the framework for this work.   
 
WHEN to Assess? An 800-171 compliance 
program is a continuous process; the SSP 
is not a “one and done” document. POAMs 

will have defined goals and deadlines. 
Implementations will need discussion, 
review, and agreement. The status of all 
controls should be reviewed regularly, 
allowing your organization to incorporate 
any updates to the 800-171 standard.   
 
HOW to Determine Compliance?  
Different agencies interpret compliance with 
different degrees of rigor. For example, NIH 
has stated that creating SSPs and POAMs 
that include dates for when unmet controls 
will be in place is currently adequate for 
storing and processing NIH 
controlled-access data. The DoD requires 
institutions to self-assert a compliance 
score in the federal Supplier Risk 
Performance System (SPRS). CUI in DoD 
contracts requires CMMC, which, beginning 
in 2026, will require an external audit to 
certify compliance and the validity of SPRS 
scores.  A written audit by an external party 
– whether required or not –  can be a 
valuable tool for communicating the 
condition of your system and confidence in 
its compliance. However, such an audit can 
be expensive (think six figures), so make 
sure you are ready for this step. 
 
What’s the RISK in Failing to Comply? 
NIH requires genomics data sets to be 
compliant with 800-171 for researchers to 
have access to those data sets. For DoD 
contracts, entering an inaccurate SPRS 
score could make your institution 
vulnerable to lawsuits under the False 
Claims Act, with significant financial 
penalties as well as loss of reputation. 

 
 

 



 

Scoping  
Once you have institutional support to 
develop a protected 800-171 compliant 
environment, how should you proceed? 
How do you determine what is within 
scope, and how do you balance 
completeness and cost? While there is no 
single path that is the best, your 
compliance program should consider: (1) 
your use case and implementation needs; 
(2) the time frame for deployment; and (3) 
cost. Expenses to consider include: 
personnel (compliance staff, training needs, 
auditors); technology and infrastructure 
(monitoring tools, software and licensing, 
secure cloud or on-premise systems); and 
regulatory requirements (incident response, 
legal and compliance considerations, 
certifications, and possibly evaluation of an 
existing insurance policy). 
 
On-site or in the cloud? On-site 
deployments of 800-171 compliant 
architectures require long lead times. From 
the initial planning and design to the 
acquisition of equipment and the 
implementation of cybersecurity controls, to 
creating standardized processes and 
designing onboarding and marketing 
materials, this undertaking will take at least 
a year to complete. Cloud providers often 
offer building blocks for organizations to 
compose protected environments along 
with some management tools as a service 
(aaS). The aaS framework can provide an 
easy on-ramp for 800-171 compliance, 
deploying a protected environment quickly. 
Cloud providers also have templates and 
orchestration tools to deploy infrastructure 

to meet specific cybersecurity 
requirements. Keep in mind that successful 
cloud deployments still require governance 
and coordination at the institution; cloud 
providers only provide the infrastructure 
with some attestation that a subset of the 
controls are implemented as required.  
 
Cloud computing can be costly and 
includes costs for using compute 
resources, storage capacity, and network 
bandwidth. A cloud environment also 
includes costs for licensing of common 
software to meet the security needs of 
vendors such as Amazon Web Services, 
AWSGovCloud, or Microsoft 365 
Government Community Cloud High. Costs 
should directly correspond to the uses of a 
protected environment. For example, if 
users share documents, the cost for 
securing digital intellectual property (IP) in 
the cloud should be manageable. If users 
require HPC infrastructure, such as high 
performance CPU nodes with large core 
counts, high-end GPUs for generative AI, or 
high-bandwidth and high IOPS storage for 
data-intensive computing, costs can 
quickly strain the budget. Several studies 
comparing the cost of on-site HPC systems 
to cloud computing deployments estimated 
the cloud to be three to eight times more 
costly compared to on-premise operations 
[8].  
 
Retrofitting as a middle-ground solution. 
Retrofitting an existing protected 
environment to comply with new 
requirements or upgrading to a higher 

 



security level takes time and planning, but 
less than deploying a new system, and 
costs may be less daunting than cloud 
solutions.  In the effort to comply with 
updated cybersecurity requirements for NIH 
grants, more than half of CASC member 
institutions have taken the path of 
retrofitting an existing HIPAA environment 
to meet the 800-171 standards (called 
self-attestation). These are typically R1 
institutions with substantial HPC workloads 
in “omics” and generative AI. Some 
member institutions have taken the cloud 
computing path. In some cases, an 
institution may subscribe to another 
institution’s mature on-premise protected 
environment as a service. 
 
The path to compliance with the 800-171 
requirements will depend on how your 
resources are used, the timeline for full 
deployment, and costs.  Determining what 
elements are within your scope depends on 
where you are in the journey. While CMMC 
might be considered the gold standard for 
compliance, it is not the end goal for RCD 
centers. For these centers, a protected 
environment is simply a step toward 
enabling new scientific discoveries. Various 
resources can help RCD center managers 
and administrators figure out costs and 
requirements. These include the Council on 
Government Relations (COGR) [9], the 
document Federal Acquisition Regulation: 

Controlled Unclassified Information [10], 
and a Federal Register document on the 
federal CMMC program [11].  
 
Determining Cost. The costs of 
compliance vary widely, but several 
organizations have examined them:  
A COGR survey found that members with 
R&D expenditures of less than $100 million 
spent $12,500 in IT costs and another 
$7,400 on preparation and training for 
compliance. Larger centers reported 
spending about $147,000 for IT and 
another $65,555 for preparation and 
training [12].  
The Federal Register CMMC program 
estimates the cost of self-assessment for 
800-171 compliance to meet NIH genomic 
data guidelines at $37,196 for a three-year 
assessment at a smaller center, while a 
third-party assessment increases that cost 
to $104,670. For larger centers, those 
numbers increase to $48,827 and 
$117,768, respectively [13].  
 
These costs do not consider upgrades and 
new implementations of HPC hardware and 
software. Also, centers that require fully 
isolated systems for CMMC need to include 
costs of hardware, networking, storage, 
identity management, any cloud services, 
and staffing. Those sustained costs could 
be in the millions annually. RCD centers in 
higher education can recoup at least some 
costs through different service models. [14] 

 
 

 
 

Recommendations and Actions 

 



For those at RCD centers that handle CUI 
or sensitive NIH data, the course of action 
is clear: make your center 800-171 
compliant in the most efficient and effective 
manner possible. Compliance involves 
different specifics for different 
organizations, but awareness of the 
following factors should make compliance 
easier. 
 
Get your governance right. Compliance 
with 800-171 requires continuous 
evaluation, and that means clearly defining 
key performance indicators, metrics for 
measuring success, setting up transparent 
reporting systems, and more. A clear 
governance plan that delineates who is 
involved in compliance, what 
responsibilities they have, who they report 
to, and who makes the final decisions will 
make compliance less stressful and more 
likely to succeed.  
 
Understand your data. Not all data needs 
special protection, and CUIs connected to 
different projects will require different levels 
of protection. Likewise, different federal 
agencies have their own compliance and 

assessment requirements, meaning that 
working with the NIH data, for example, 
won’t be the same as working with DoD 
data. If you know your data, you will 
understand the capabilities needed to 
handle it and comply with 800-171. 
 
Be aware of different details around 
compliance requirements. For example, 
NIH-controlled access data repositories 
require organizations to complete System 
Security Plans (SSPs) and POAMs to 
process, store, and transmit that data. 
CMMCv2  compliance will require 
certification by an external assessor every 
three years.  
 
Have a clear picture of costs and risks. 
As costs rise, organizations must work to 
keep their compliance plans within scope. 
They must know the limitations of their 
computational and data resources, whether 
they can leverage technologies and people 
within the organization, and what risks they 
run by being noncompliant. Those risks 
include the possibility of losing government 
contracts, financial penalties, legal 
consequences, and reputational loss. 

 
 

Community Action: A Call for Harmonized Compliance 
Multiple regulations for different agencies 
and an alphabet soup of acronyms are not 
the most effective way to manage sensitive 
data that needs to be protected. 
Heterogeneous regulations make 
compliance more difficult, especially for 
smaller organizations that can’t afford a 
large number of specialized staff. The 
CASC community, the HPC community, 

and the larger community of nationwide 
research data centers must begin dialogues 
with federal agency representatives to 
advocate for harmonized compliance 
requirements among agencies. Developing 
one compliance system will save time, 
dollars, and physical resources for RCD 
centers and others that must comply with 
800-171. It will streamline government 

 



agency compliance activities, simplify using 
CUI data without sacrificing data security, 
and make research easier and more 
productive. 
 
Most research to date on 800-171 
compliance involves business 
organizations, rather than RCD centers that 
are usually located on university campuses 
and often part of the larger campus IT 
infrastructure. More research into the costs 

and implementation issues in higher 
education settings will help RCD centers 
better understand compliance issues 
relevant to their organizations. CASC will 
work with the RCD community to gain a 
clear picture of costs, benefits, and risks 
surrounding 800-171 for RCD centers in 
higher education.  

 

 
Key Takeaways  

●​ RCD centers that handle Controlled 
Unclassified Information (CUI)  must 
comply with NIST SP 800-171 
requirements, including centers with 
grants from the National Institutes of 
Health under its new Genomic Data 
Sharing policy. RCD center 
professionals must understand 
these policies, how they might 
impact their centers, and consider 
the resources and architectural 
needs for compliance. 

●​ Understanding 800-171 controls 
and control families is critical to 
achieving and maintaining 
compliance. When organizations are 
not in full compliance, they must 
develop a Plan of Action and 
Milestones (POAM) to document 
deficiencies, outline corrective 
actions, and establish timelines for 
resolution. 

●​ While some funding agencies, such 
as NIH, allow for self-attestation to 
show compliance, others, such as 
the DoD, require CMMC to show 
compliance – a system that will 

require an external audit beginning 
next year. Whether required or not, a 
written audit by an external third 
party can be valuable for 
communicating the condition of 
your system and confidence in its 
security.  

●​ If the timeframe to compliance is 
short, RCD centers might choose to 
deploy a protected system in the 
cloud. However, cloud environments 
can be costly and include the price 
of using compute resources, storage 
capacity, and network bandwidth, 
as well as costs for licensing 
common software that meets 
vendors’ security needs.  

●​ Deploying new RCD resources that 
meet compliance requirements is 
often too costly and can take years 
to deploy. Retrofitting an existing 
system is another option that 
requires less time and fewer 
expenses than a cloud solution. The 
path to compliance will depend on 
how your resources are used, the 

 



timeline for full deployment, and 
costs.  

●​ The road to compliance will be 
different for different RCD centers, 
but in general, it will involve setting 
up a clear governance plan, 

understanding your data and what 
needs to be protected, awareness of 
different compliance standards, and 
a clear picture of costs and risks. 
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